Trends summarization of times series: a multi-objective genetic algorithm-based model
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Abstract

Aim: The explosion of the amounts of data generated in many application domains, makes the paradigm of data summarization more essential. Furthermore, it is of a great interest to effectively handle some specific needs. In this work, we discuss an advanced model to drive linguistic summarization in the context of time series. This model relies on a multi-objective genetic algorithm mechanism to generate a set of best summaries from a large number of candidates.

Methods: To achieve this objective, the current work is divided into two parts: The first part is dedicated for extracting the linguistic summaries of the dynamic characteristics of the trends of time series. It is achieved using the traditional genetic algorithm where the fitness function represents the truth degree of the linguistic quantified proposition. The second part is devoted to formalise the problem of interest as a multi-criteria optimization problem. We use different quality measures of summary as targets for improving the predicted set of summaries. To reach this goal, we use the Fast Non-Dominated Sorting Genetic Algorithm NSGA-II.

Results: We evaluate the proposed approach on real data from a Smart Campus application (Neocampus project of the University of Toulouse, France). The results are promising and confirming the usability of the proposed approach.

Conclusion: The proposed approach overcomes the problem of the overabundance of irrelevant linguistic summaries of the time series. It allows selecting a set of best summaries regarding some relevant criteria.
Keywords: Linguistic summarization, fuzzy logic, time series, genetic algorithms, multi-objective optimization

1. INTRODUCTION

The need for an effective method to both reduce the volume of data and to extract useful knowledge is becoming more significant. Specifically, with the explosion in the amount of data generated in many areas, such as sensor networks and IoT platforms. Following this approach, data processing can be less time-consuming. At the same time, it can solve or mitigate energy-efficiency and performance related issues. To this end, data reduction seems useful and practical in application areas where approximate answers and data tendencies are suitable for decision-making. Summarization is a convenient method to reduce a large set of data and derive the most relevant information. Among the most recent works, the comprehensive survey proposed in [1] is considered. It provides an overview of data summarization techniques, such as clustering, sampling, and histograms. As pointed out by [2], data summarization is a procedure of creating a compact, yet informative version of the original data. As discussed by [3], the summarization was considered as one of the key skills now required for any intelligent system aimed to operate in real-life.

It is worthy to note that most common methods used to summarize the data are not intelligent enough and not human consistent [4], due to the little use of the natural language. Statistical summarization is generally understandable for users having a sufficient level of statistical literacy, which is not always the case (e.g., domain experts) [5]. This fact motivated many researchers to propose several approaches relying on natural language concepts to derive summaries from large datasets which is also known as fuzzy linguistic summaries [4,6]. In this work, we are not only dealing with large volume of data that is beyond human cognitive and comprehension skills. However, we also tackle data with temporal specificity so called time series. Due to the main role played by the time in the real life situations; the time series have been a subject of intensive research [7–14]. For instance, Kacprzyk et al. [10,11] propose to use the basic linguistic summarization process to summarize the trends of the time series. This technique produces a large number of irrelevant summaries that could be seen as an optimization problem. Thus, we seek to select a set of best summaries among a large set of candidates.

In this work, we aim to address the issue of selecting a set of best summaries of time series. To achieve this goal, we propose to linguistically summarize the dynamic characteristics of trends that identify the time series using genetic algorithm. This is our first contribution where the fitness function represents the truth degree based on Zadeh’s calculus of linguistically quantified propositions [15]. Then, to optimize the different measures of summary quality, we propose to use the Fast Non-Dominated Sorting Genetic Algorithm NSGA-II introduced in [16]. We validate our proposal by conducting a set of experiments on real data collected from the multiple sensors installed in the smart campus, Neocampus, which is a project at the university of Toulouse III, France [17].

The remainder of paper is organized as follows: in Section 2, we briefly discuss the basic concepts of the linguistic data summarization and recall the different measures of quality. In parallel to that, Section 3 explains how to extract trends from time series and describes the dynamic characteristics of the considered trends. Section 5 provides a review on the main existing studies related to our current work. On the other hand, Section 6 is devoted to our model to select the best summaries of trends of time series. First, it addresses the use of a single-objective genetic algorithm and then a multi-objective genetic algorithm. Additionally, preliminary experimental results are discussed as well. In Section 7, we conclude and outline some future work.
2. FUZZY LINGUISTIC SUMMARIZATION

The linguistic data summarization introduced in [18] can be seen as a concise, efficient, and human consistent version of a dataset that allows knowledge extraction. The main idea is to generate a statement in a natural language, such as "Most of young employees are well paid". We consider the quantified propositions in the general form "Q y are S" or "Q R y are S". In the following, we use the source terminologies [19,20] and we explain the components of the summary and its measures of propriety.

Assume that we have a dataset where:

1. V is a quality or an attribute.
2. Y = {y₁, y₂, ..., yₙ} is a set of objects (or records) that manifest the quality V, hence V(yᵢ) is the value of V for the object yᵢ.
3. D = {V(y₁), ..., V(yₙ)} is the set of data that we want to summarize.

2.1. Summary structure

According to the aforementioned protoforms, the linguistic summary consists of the following components:

1. Summarizer S: a fuzzy predicate or a linguistic value associated to a membership function \( \mu_S \) which is defined in the domain of the attribute (e.g., "high temperature" for attribute "temperature").
2. Quantity in agreement Q: a fuzzy quantifier. There are two types of quantifier that can be drawn on: an absolute quantifier (i.e., about 8, more than 100...) and a relative quantifier (i.e., most, around half, ...). For instance, the Quantifier "most" can be defined as indicated in Equation (1).

\[
\mu_Q(x) = \begin{cases} 
1 & x \geq 0.8 \\
2x - 0.6 & 0.3 \leq x \leq 0.8 \\
0 & x < 0.3 
\end{cases}
\]  

(1)

3. Qualifier R: an optional fuzzy predicate used in the protoform "Q R y are S".
4. Truth degree T: an indicator that describes how many data support the summarizer S. Depending on the used protoform and the nature of the quantifier, several methods have been proposed to compute the truth degree. Although, the most frequently used one is based on the Zadeh’s calculus of linguistically quantified propositions [15]. For the protoform "Q y are S", the degree of truth can be computed as shown in Equation (2). Similarly, the protoform "Q R y are S", truth degree is given by Equation (3).

\[
T_1 = \mu_Q\left(\frac{\sum_{i=1}^{n} \mu_S(y_i)}{n}\right)
\]  

(2)

\[
T_1 = \mu_Q\left(\frac{\sum_{i=1}^{n} \min(\mu_S(y_i), \mu_R(y_i))}{\sum_{i=1}^{n} \mu_R(y_i)}\right)
\]  

(3)

It should be noted that in Equation (3) and in addition to the min operator, another t-norm operator can be used, too. For instance, this is desirable when the idempotency property is required but not downward reinforcement.

The authors in [4,19,21] consider the truth degree as the primary criterion to evaluate the summary and measure its propriety and appropriateness. However, this measure does not cover all the aspects of the summary, which urged the researchers to propose other validity criteria discussed in the sequel.

2.2. Other Validity Criteria

• **Degree of imprecision**: constructed as the size of the support of the membership function compared to that of the universe on which it was defined.

Let us assume that the dataset is represented by various attributes, i.e., \( V = \{V_1, V_2, ..., V_m\} \) taking values in
\(X_j\) with \(j = 1, \ldots, m; V_j(y_i)\) denotes the value of attribute \(V_j\) for object \(y_i\). Suppose also that the summarizer \(S\) is given as a family of fuzzy sets \(S = \{s_1, s_2, \ldots, s_m\}\). For a fuzzy set \(s_j\), its degree of fuzziness can be defined as \([4]\):

\[
in(s_j) = \frac{\text{card}\{x \in X_j : \mu_s(x) > 0\}}{\text{card}(X_j)}
\]

(4)

Where \(\text{card}\) represents the cardinality of the corresponding (non-fuzzy) set. The degree of imprecision is defined as indicated in Equation (5), it should be noted that this degree depends only on the form of the summary.

\[
T_2 = 1 - \sqrt[n]{\prod_{j=1}^{m} \text{in}(s_j)}
\]

(5)

- **Degree of covering**: indicates how many objects in the dataset, corresponding to the qualifier \(R\), are “covered” by the particular summarizer \(S\). This is analogous to search in the database using the query \(w_g\) equated with the fuzzy set in \(X_g\) related to attribute \(V_g\) (for more details, please refer to \([4]\)).

\[
T_3 = \frac{\sum_{i=1}^{n} t_i}{\sum_{i=1}^{n} h_i}
\]

(6)

where

\[
t_i = \begin{cases} 
1 & \text{if } \mu_s(y_i) > 0 \text{ and } \mu_{w_g}(V_g(y_i)) > 0 \\
0 & \text{others}
\end{cases}
\]

\[
h_i = \begin{cases} 
1 & \text{if } \mu_{w_g}(V_g(y_i)) > 0 \\
0 & \text{others}
\end{cases}
\]

- **Degree of appropriateness**: quantifies the extent to which a summary is “surprising”; its value is high when two variables (attributes) are dependent.

\[
S_j(y_i) = \mu_{s_j}(V_j(y_i))
\]

(7)

and

\[
r_j = \frac{\sum_{i=1}^{n} h_i}{n}
\]

(8)

where \(h_i = \begin{cases} 
1 & S_j(y_i) > 0 \\
0 & \text{others}
\end{cases}\)

The degree of appropriateness can be defined as

\[
T_4 = \text{abs}(\prod_{j=1}^{m} r_j - T_3)
\]

(9)

For more details regarding these measures, please refer to \([4]\).

### 3. Linguistic Summarization of Time Series

In this section, we address the time series summarization using fuzzy linguistic quantifiers. Time series can be defined as sequences of numerical data associated with time indices as given in Equation (10).

\[
T = (t_i, x_i)_{i=1, \ldots, n}
\]

(10)

To summarize the time series, linguistically, one way is to generate the summarization of the dynamic characteristics of the trends identified with straight line segments of piece wise linear approximation of the time series, such as the dynamic of change, duration and variability. In our previous work \([22]\), we have suggested to use the algorithm bottom-up to generate trends due to the simplicity of understanding and implementation of the mentioned algorithm. In this section, we discuss this algorithm and we present the dynamic characteristics of trends.
3.1. Time series segmentation: bottom-up algorithm

The key idea of the algorithm is to divide the time series into a large number of segments with equal lengths. Then, each pair of consecutive segments is compared. The pairs causing the smallest increase in the error are identified, and consequently merged in one new bigger segment. The algorithm repeats these steps until all the segments have errors below a given threshold. The main steps to segment the time series is described in Algorithm 1.

Algorithm 1: Bottom-up algorithm

Input: T // time series
\( \text{len}(T) : \text{length}(T) \)

Result: Result_segment

\begin{verbatim}
for i in 1 to len(T) do
    Segment = create_segment(T[i], T[i + 1]);
end

for i in 1 to len(T) do
    merge_cost(i) = calculate_error(merge(segment(i), segment(i + 1)));
end

while min(merge_cost) < max_error do
    i = index(min(merge_cost));
    segment = merge(segment(i), segment(i + 1));
    delete(segment(i + 1));
    merge_cost(i) = calculate_error(merge(segment(i), segment(i + 1)));
    merge_cost(i - 1) = calculate_error(merge(segment(i - 1), segment(i + 1)));
end
\end{verbatim}

3.2. Trend’s characteristics

To describe the obtained trends, we propose to associate them with three variables: dynamics of change, duration, and variability. In the following paragraphs, these aspects are illustrated in detail.

1. The dynamics of change or the speed of change can be described by the slopes of the segments. These slopes can be computed using Equation (11).

\[
\text{angle} = \arctan\left(\frac{x_{\text{end}} - x_{\text{start}}}{t_{\text{end}} - t_{\text{start}}}\right) \tag{11}
\]

The range of possible slopes \([-90^\circ, 90^\circ]\) represents the domain definition of the attribute dynamics of change. We can associated a set of linguistic labels corresponding to different slopes of a trend line (e.g., quickly decreasing, slowly decreasing, decreasing, constant, slowly increasing, increasing, and quickly increasing) as demonstrated in Figure 1. For instance, Equation (12) describes the membership function of the fuzzy term decreasing.

\[
\mu_S(\alpha) = \begin{cases} 
0 & \alpha \leq -65 \\
0.066\alpha + 4.333 & -65 \leq \alpha \leq -50 \\
1 & -50 \leq \alpha \leq -40 \\
-0.05\alpha - 1 & -40 \leq \alpha \leq -20 \\
0 & \alpha \geq -20 
\end{cases} \tag{12}
\]
2. The duration representing the length of a single trend is considered as a linguistic variable. At the same time, its linguistic values can be illustrated by a short trend defined as a fuzzy set whose membership function is shown in Equation (13).

\[
\mu_R(t) = \begin{cases} 
1 & t \leq 1 \\
\frac{1}{2}t + \frac{3}{2} & 1 \leq t \leq 3 \\
0 & t \geq 3
\end{cases}
\] (13)

3. The variability is defined as the amount of dispersion in data. In other words, it measures how far a set of data is spread out. To describe the variability, different measures are employed. These major measures are as follow:
- The Range represents the foremost direct measure of the variability and understandability. The range of a given dataset is the calculation of the difference between the upper and lower values in the dataset, thus it is highly susceptible to outliers.
- The Interquartile Range (IQR) alludes to the center half of the dataset that is between the upper and the lower quartiles. Specifically, it incorporates 50% of the dataset located between the first quartile Q1 and the third quartile Q3.
- The Variance describes the average squared difference of the values from the mean. Unlike the previous measures of the variability, the variance incorporates all the dataset in the computing, by comparing each value to the mean.
- The standard deviation refers to the typical standard difference between each value and the mean.

In our experimentation, we intend to utilize the IQR to describe the variability for different reasons, such as the resistance to outliers and the simplicity of its calculation.

We compute the interquartile of the data covered by each trend. This measure is considered as a linguistic variable associated with three linguistic labels, namely low, moderate, and high.

4. GENETIC ALGORITHMS PRINCIPLE

In this section genetic algorithm concept is introduced. At the same time, the aim behind utilizing multi-objective genetic algorithm, more precisely the Non-Dominated Sorting Genetic algorithm NSGA-II is address, too.

Genetic algorithm (GA) introduced in [23] is an evolutionary algorithm that uses the concept of the natural selection in order to get the best solution for a given problem; it is inspired by biology mechanisms. The main idea of the algorithm is to generate a random population of individuals or chromosomes. Each individual has a set of proprieties called genes representing a solution for the considered problem. To evaluate the candidate
solution, is associated to a fitness function that determines which chromosome will be selected for the next generation.

The new generation of the population is produced using simple evolutionary operators: selection, crossover, and mutation. The selection (or reproduction operator) is a process based on the fitness function that indicates the individuals who will participate in the creation of the new generation. The crossover operator is a process that combines the genes of two individuals, called parents, to produce an offspring carried some genes from both parents. The mutation operator allows randomly changing the alleles in each chromosome.

A set of parameters is used to design the genetic algorithm model, namely the population size, the probability of the mutation, and the probability of crossover. In addition to the aforementioned parameters, it is necessary to choose carefully, according to the problem, the following three elements: representation of chromosome, the method of selection (e.g., roulette wheel selection, elitist selection, and rank selection), and crossover (e.g., single point crossover, double point crossover, and uniform crossover). The basic operator steps of a genetic algorithm are depicted in Algorithm 2 (for more details, please refer to [23]).

**Algorithm 2: Genetic algorithm principle**

\[
p = \text{initial population};
\]
\[
evaluate(p);
\]
\[
\text{while conditions non satisfied do}
\]
\[
\hspace{1cm} \text{select}(p);
\]
\[
\hspace{1cm} \text{crossover}(p);
\]
\[
\hspace{1cm} \text{mutation}(p);
\]
\[
\hspace{1cm} \evaluate(p);
\]
\[
\text{end}
\]

4.1. Motivation

Over the past few years, several works dealing with the genetic algorithm have focused on the multi-objective aspect. In real-life situations, optimization issues like conflicting objectives, such as increasing the performance and reducing the cost [24] are widely encountered. Improving one particular objective may lead to unacceptable values for the other objective. The appropriate solution is to have a compromise between the objectives, which means finding a solution that satisfies the objectives at an acceptable level without being dominated by any other solutions. Genetic algorithm can be utilized to handle multi-objective optimization problems. Several models of the multi-objective genetic algorithm have been studied in the literature. In the next subsection, we discuss the Fast Non-Dominated Sorting Genetic Algorithm NSGA-II.

4.2. Fast Non-Dominated Sorting Genetic Algorithm NSGA-II

NSGA-II is one of the most well-known multi-objective genetic algorithms proposed by [16]. It exploits the notion of Pareto dominance to classify solutions and define selection strategies (i.e., reproduction or survival). In general, it is considered as an elitist algorithm. It keeps the best solutions in the population over generations; these solutions participate in the reproduction process. However, the number of non-dominated solutions can grow rapidly for problems with several objectives.

To overcome this problem, NSGA-II uses a mechanism for preserving the diversity. In each generation, the

---

1Let \( u_i \) and \( u_j \) be two objects of \( d \) dimensions. \( u_i \) is said to dominate, in Pareto sense, \( u_j \) iff \( u_i \) is better than or equal to \( u_j \) in all dimensions and strictly better than \( u_j \) in at least one dimension.
populations of parents and children are merged and classified into several Pareto fronts (a front of Pareto is the set of solutions that are not dominated, in Pareto sense, by any other solution). The population of the next generation is formed by choosing solutions from these Pareto fronts, starting with the first one. If the size of the front, to be used, is greater than the number of places remaining to see in the future population, the solutions are chosen according to their crowding distance value. This is an indicator that calculates the average distance, over all of the objectives, between a given solution and its direct neighbors in the results space (i.e., the objectives space) as illustrated in Equation (14), where N indicates the size of the population and M denotes the number of the objectives represented by \( f_m \).

\[
CD_i = \begin{cases} 
\sum_{m=1}^{M} \frac{f_m(x_{i+1})-f_m(x_{i-1})}{f_m(x_{max})-f_m(x_{min})} & \text{for } i = 2, \ldots, N - 1 \\
\infty & \text{for } i = 1 \text{ and } i = N 
\end{cases}
\]  

(14)

5. RELATED WORK

In this section, the main works related to three sides of linguistic summarization are discussed. Firstly, we present the general linguistic summarization approaches. Secondly, we give an overview of temporal data summarization and the techniques for generating trends of time series. Thirdly, we highlight the use of the genetic algorithm paradigm to extract the set of best summaries.

For a long time, the linguistic data summarization attracted the researchers, due to the use of natural language which allows extracting the knowledge from a large database in an efficient and effective manner emulating the human estimation and viewpoint. One of the first works was [18] which proposed to use a linguistic quantified proposition in the sense of Zadeh [25]. This concept was considerably developed in [6,19,26,27]. The main idea is to represent data as a set of sentences, in the natural language, where each sentence represents an instance from the general protoforms “Q y are/have S” or “Q R y are/have S” where Q is a linguistic quantifier, S and R are fuzzy labels which represent the target attributes. For example, “most trends are short” for the first protoform and “most short trends have low variability” for the second one [4,9]. In our previous work [22], we compared two approaches used to produce summaries from a large database. The first one is based on linguistic quantifiers in the sense of Yager [18] and the second one emanates from the idea of typical value of a large database.

Nowadays, the time dimension plays a crucial role, thus it is presented in the major applications in the real-life. For this reason, researchers have given a particular importance to the data which have this temporal specificity called time series. To describe the time series, [7] proposes to summarize the proprieties of time series over hierarchical time intervals. In other works [8,28], researchers suggested protoforms, such as “during the last 30 minutes, the temperature was high”, which allows the study of both the occurrence or the duration of a phenomenon in the time series. At the same time, according to [9,11], time series summarization refers to summarize the dynamic characteristics of trends associated to the time series. These trends are identified with straight-line segments of piece wise linear approximation of the time series using the Sklansky and Gonzalez algorithm discussed in [29]. However, various approaches have been proposed to extract trends. The widely known approaches, such as bottom-up, top-down, and sliding windows, are discussed in [12–14]. In our previous work [30], we discussed the use of the bottom-up algorithm to identify the time series trends. At the same time, we addressed the generated summaries from these trends.

The process of deriving summaries can be seen as an optimization problem in which it determines and selects the set of best solutions among a large number of candidates. In the literature, several meta heuristics theories and ideas have been proposed to improve the solution of the optimization problem. In the linguistic summarization context, the researchers are focused on the use of the genetic algorithms. Among the first works where the authors derived summaries is [31]; each summary is regarded as a chromosome and the truth
degree is considered as a fitness function to evaluate the chromosome. In parallel to this, other works \cite{32,33} aimed to extract the linguistic summaries on dataset representing patients inflow, along a given year, where they defined each summary as a gene. This concept is also applied in \cite{34,35}. Furthermore, \cite{36} introduces two particular operators, namely cleaning and propositions improve to ensure the diversity and the quality of the production of summaries.

6. OUR MODEL OF TRENDS SUMMARIZATION

In this work, we use the algorithm bottom-up explained in our previous work \cite{30} to segment time series and to generate trends. The experiments are carried out on real data collected from multiple sensors (e.g., \(CO_2\), temperature, energy, and humidity) installed in the smart campus, Neocampus \cite{17}.

The obtained trends are associated with a set of variables which are dynamics of change, variability, and duration. The results of this segmentation are shown in Figure 2.

We deal with only two characteristics of trends i.e., the duration and the variability. Each feature is described using a set of linguistics values as follow:

- The duration can be characterized by three values i.e., short, average, and long.
- The variability can be also described by three labels i.e., low, moderate, and high.
- For the quantity in agreement, three fuzzy relative quantifiers can be used i.e., few, around half, and most.

Our first contribution is to create a set of best summaries in the second protoform “\(Q R y are S\)”, using the genetic algorithm with the traditional operators discussed in the previous section. To do that, each summary, which represents an individual, is coded in a binary form where the length of this individual (i.e., length of chromosome) is 8 bits as depicted in Figure 3. For example, the summary “most short trends have low variability” can be coded as 10 00 01 00.

![Figure 3. Example of an individual.](image)

Basically, the initial population is generated randomly. At the same time, the fitness function associated to an individual is calculated using Equation (3). To select the individuals who will contribute in the generation of the new population, we apply the method of roulette wheel selection, where the fitness value is used to associate a probability of selection to each individual. The probability of being selected, for an individual \(i\), is given by Equation (15) where \(f_i\) is the fitness value of the chromosome \(i\) and \(N\) is the population size.

\[
p_i = \frac{f_i}{\sum_{i=1}^{N} f_i}
\]

(15)

It should be noted that the single point crossover operator is applied to produce the offspring. At the same time, the crossover point is chosen randomly. An example of a single point crossover is illustrated in Figure 4.
Afterwards, the two generated offspring, as results of crossover, are mutated according to the parameter of mutation rate Figure 5. Until the satisfaction of the final criteria proposed by the user, this procedure is repeated. Noting that the maximum number of iterations was used as a criterion in this context.

The variation of the execution time, according to the model parameters, is illustrated in Figure 6. The effect of the variation in the number of iterations on the execution time, by fixing the mutation rate, is shown Figure 6a. Similarly, the variation in execution time as a function of change in the mutation rate is represented in Figure 6b. Additionally, the evolution of the best fitness function, through the generations, is demonstrated in Figure
Figure 4. Single point crossover example.

Figure 5. Mutation example.

Figure 6. The evolution of the genetic algorithm. (a) Execution time according to the number of iterations; (b) Execution time according to the mutation rate; (c) the success rate versus the number of iterations.
Table 1. Linguistic summaries obtained using genetic algorithm.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Truth degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Around half trends with moderate variability are short</td>
<td>0.944</td>
</tr>
<tr>
<td>Around half average trends have high variability</td>
<td>0.939</td>
</tr>
<tr>
<td>Around half long trends have high variability</td>
<td>0.873</td>
</tr>
<tr>
<td>Around half trends with high variability are short</td>
<td>0.837</td>
</tr>
<tr>
<td>Most average trends have moderate variability</td>
<td>0.753</td>
</tr>
<tr>
<td>Most average trends have moderate variability</td>
<td>0.704</td>
</tr>
<tr>
<td>Most trends with low variability are short</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Now, we supply the set of the best seven summaries in Table 1. The truth degree criterion, was obtained with the following parameters: the mutation rate = 0.1, the population size = 15, and the max number of iterations = 100.

It is clear that the truth degree is the most important criterion used to evaluate the summary. For this reason, we use the genetic algorithm to choose the set of best summaries. However, there are multiple criteria used to describe the appropriateness of the summary as explained in the previous section. Thus, this is what motivated us to utilize the multi-objective genetic algorithm NSGA-II. In addition to traditional operations, NSGA-II uses the notion of non-dominance to select the individuals participating in the creation of the new generation. If the number of individuals, in the Pareto front, exceeds the size of the initial population, NSGA-II uses the crowding distance, introduced in Equation (14), to reduce the number of participants.

The evolution of the execution time according to the different parameters of NSGA-II is represented in Figure 7. At the same time, Figure 7a depicts the variation of execution time with the number of iterations. Additionally, Figure 7b represents the execution time by varying the probability of mutation. Finally, Figure 7c illustrates the final Pareto front where the mutation rate = 0.1 and the number of iterations = 100.

Furthermore, the various criteria of optimization using NSGA-II with 100 iterations and with a probability of mutation equals to 0.1, the set of the best solutions are given in Table 2. The set of results depicted in Table 2.A represents the first front of Pareto (i.e., the summaries obtained from the initial population that are not dominated in the sense of Pareto optimality). Similarly, the summaries of the elements of the second front of Pareto (i.e., the summaries obtained from the initial population without the summaries of the first front of Pareto) are shown in Table 2.B.

### 7. CONCLUDING REMARKS AND FUTURE WORK

In this work, using the paradigm of genetic algorithms, we proposed a model to improve the linguistic summaries of time series. The main target was to generate a set of best summaries of dynamic characteristics of trends associated to the time series, using a simple genetic algorithm, where the evolution function represents
the truth degree. Then, we used the multi-objective genetic algorithm NSGA-II, where the proposed fitness function includes various degrees of validity to ensure high quality generated summaries.

As a future work, we plan to examine other variants of summaries propriety measures (e.g., similar to [37]). Another future direction is to implement a meta heuristic model, such as the ant colony. This model relies on the construction of the solution instead of using the genetic algorithm which uses the principle of improving the solution.
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