The use of pre-trained deep learning models for the photographic assessment of donor livers for transplantation
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Abstract

Aim: Hepatic steatosis is a recognised major risk factor for primary graft failure in liver transplantation. In general, the global fat burden is measured by the surgeon using a visual assessment. However, this can be augmented by a histological assessment, although there is often inter-observer variation in this regard as well. In many situations the assessment of the liver relies heavily on the experience of the observer and more experienced surgeons will accept organs that more junior surgeons feel are unsuitable for transplantation. Often surgeons will err on the side of caution and not accept a liver for fear of exposing recipients to excessive risk of death.

Methods: In this study, we present the use of deep learning for the non-invasive evaluation of donor liver organs. Transfer learning, using deep learning models such as the Visual Geometry Group (VGG) Face, VGG16, Residual Neural Network 50 (ResNet50), Dense Convolutional Network 121 (DenseNet121) and MobileNet are utilised for effective pattern extraction from partial and whole liver. Classification algorithms such as Support Vector Machines, k-Nearest Neighbour, Logistic Regression, Decision Tree and Linear Discriminant Analysis are then used for the final classification to identify between acceptable or non-acceptable donor liver organs.

Results: The proposed method is distinct in that we make use of image information both from partial and whole liver. We show that common pre-trained deep learning models can be used to quantify the donor liver steatosis with an
accuracy of over 92%.

**Conclusion:** Machine learning algorithms offer the tantalising prospect of standardising the assessment and the possibility of using more donor organs for transplantation.
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**INTRODUCTION**

Liver transplantation is the treatment of choice for patients with liver failure and organ confined liver tumours. Across the world, the major limiting factor for transplantation is the availability of optimal organs for transplantation. In the United Kingdom, from 2021 to 2022, 870 livers were retrieved for transplantation, but 18% were deemed unsuitable for transplantation and discarded. The most common reason livers are turned down for transplantation is hepatic steatosis or “fatty liver disease”. Hepatic steatosis is linked to the increasing prevalence of non-alcoholic fatty liver diseases (NAFLD). In fact, NAFLD is the most common hepatic disease in developed nations affecting more than 38% of obese children and 30% of adults. Fatty liver disease often co-exists with diabetes and vascular disease, leading to stroke and, in some cases, brain death. Organ donors are therefore likely to have some degree of hepatic steatosis. Macrosteatosis (large droplets of fat within liver cells) is particularly associated with early liver graft failure and post-transplant death. The grading of hepatic steatosis is generally on the basis of cellular distribution, with macrosteatosis being considered far more clinically significant than microsteatosis and the percentage of cellular involvement is broken down into mild (<30%), moderate (30%-60%) and severe (>60%). There is general agreement that all livers with mild steatosis are transplantable, and those with severe steatosis are associated with severe complications and should either be discarded or subjected to advanced preservation methods like normothermic machine perfusion. In the moderate area (30%-60%), there exists controversy, and careful assessment and consideration are required, leading to the demand for rapid and accurate testing.

Histopathological assessment of steatosis is considered the gold standard in many countries but is not available in the United Kingdom for most centres. A recent review highlighted the specific problems with liver biopsy in the deceased donor situation. Accurate visual estimation of hepatic steatosis is dependent on the experience of the histopathologist and often not reliable using the frozen section technique, which is the most utilised. In addition, there is both significant intra observer and inter observer variation in the assessment of a small tissue sample - which is peripheral and may not represent the full organ. The techniques are also time consuming and may lead to serious complications such as bleeding and haematoma formation. A clinically useful assessment of fatty liver disease needs to be available at the point of organ retrieval - cheap, fast, non-invasive and correlates with real world outcomes. Ultrasound, MRI, and CT diagnostic imaging have all been trialled in this environment with limited success.

It has been shown that an experienced liver transplant surgeon is as effective at visually assessing a liver graft for steatosis as an expert liver histopathologist. As a result, various studies have evaluated photographic assessment combined with various automation processes as potential alternatives to determine whether a liver is transplantable or untransplantable based on the amount of hepatic steatosis on the liver graft using artificial intelligence techniques.

A French study compared a smartphone based camera with a biopsy and donor data to characterise whether a donor liver had < or > 30% hepatic steatosis. A total of 117 liver graft photographs were obtained using a smartphone (iPhone 6S), features were extracted using a convolutional neural network (CNN) model and
prediction was made using support vector machine (SVM) (needs defining). A total of 50 of the images were allocated for the training set and 67 for testing. The experiment was conducted twice using grayscale and Green and Blue (RGB) colour spaces. The accuracy and sensitivity for the grayscale and Red, RGB images were 92%, 89% and 98%, 97% respectively, showing that visual assessment of hepatic steatosis via camera phone is certainly realistic and possible.

Recent dramatic increases in computational capacity and the increase in data volume have led to the substantial development of machine learning techniques. As a result, attention has dramatically tilted towards the use of artificial intelligence (AI) in healthcare. Currently, deep learning models - specifically, CNNs have gained much popularity for medical image analysis due to their capability to automatically process and extract useful discriminatory features.

CNNs are configured in a way that enable them to learn distinct types of features from images. For example, the first lower layers extract low-level features such as the image textures, while the deeper layers extract high-level features that relate to the actual appearance of the input image. Several deep learning models for image classification were proposed and trained on huge image databases. However, medical image datasets are oftentimes not sufficient to develop well-functioning models from scratch. Consequently, transfer learning is applied using existing models trained on large nonmedical image databases, making some adjustments, and re-using them for the medical problem of interest. This method has been used in solving many problems in medical image analysis, such as the classification of burns [16,17], cancer [18,19], Covid-19 [20–22], and skin lesions [23,24].

The work we present in this paper contributes to the domain of medical image analysis in the following manner.

1. We demonstrate that pre-trained deep learning models can be successfully utilised to carry out the transplantability assessment of donor graft organs for liver transplantation using both partial (biopsied) and full liver images.

2. We show how features from pre-trained deep learning models in conjunction with common classification algorithms can be used to systematically evaluate and analyse partial and as well as full liver images.

3. We discuss a methodology for experimentation and evaluation of pre-trained deep learning models which has the potential to assist effective and consistent clinical decision making during the liver transplant pathway.

The rest of the paper is organised as follows. First, we present the materials and in-depth descriptions of the method used. Then, we present the experimental set-up and the results. Finally, we present a comprehensive discussion of the results along with an extensive performance analysis of the approach.

**MATERIALS AND METHODS**

**Dataset**

In 2001 the Birmingham and Newcastle liver transplant units collaborated to produce a joint photograph point of care system called NORIS (Newcastle Organ Retrieval Imaging System). NORIS comprised a basic laptop, modem, mobile phone and was supported by the general packet radio service (GPRS) network [25]. The software allowed only a basic assessment with no specific extra functionality. Uptake by retrieval teams was low and eventually abandoned in 2003. However, the images that were collected as part of the initial pilot did have utility for training and research purposes and formed the basis for the initial analysis as part of this study. In many ways, the idea was “ahead of its time” and the failings were due to basic technology, narrow bandwidth and poor user functionality. With 5G networks, 10MB cameras and smartphones the concept is now being re-explored by transplant teams across the globe.
All the pictures were taken on the “backtable” - a sterile surgical field area with the liver in a bowl surrounded by ice slush to keep it cool. At this stage, the majority of the blood has been washed out by organ storage solution, as you suggest and is the normal place where the surgeon would make his/her assessment as to the overall quality.

**Hepatic grading**
Grading of the liver steatosis is carried out using the following standard systematic scoring$^9$: steatosis = 0% was graded as 0, steatosis < 30% was graded as grade 1, steatosis > 30% ≤ 60% was graded as grade 2, and steatosis > 60% was graded as grade 3, and these grading correspond to mild, moderate, and severe steatosis. The images were graded into two (2) classes; healthy and mild steatosis as transplantable organs, moderate and severe steatosis as nontransplantable organs. The grading into 2 classes was considered useful because of data insufficiency and the widespread usage of marginal livers. The 1st class contains 418 images (representing transplantable category), and the 2nd class contains 461 images (representing nontransplantable category). All images are in RGB format.

**Image pre-processing**
The first crucial step that was applied to the dataset was pre-processing. This is important to ensure we get the best image quality by eliminating unnecessary distortions to ensure the image is upgraded to a better quality needed for further processing. Therefore, all images were segmented, removing the background effects as seen in a sample depicted in Figure 1. Specifically, colour image segmentation was used using k-means algorithm$^{26,27}$. Furthermore, because the images have varying sizes, we then resized them into $224 \times 224 \times 3$ pixels.

**Extraction of patch samples**
Patch extraction is an effortless way of decomposing the original image into small units or segments. It allows extraction of specific target regions in an image as well as enlarging the deficient database of images to a considerable size. Here we decided to extract random pixels (regions) from each image. Two windows around different locations of the target pixels were cropped out randomly from each image. The targeted regions are fatty pixels and non-fatty (normal) pixels. In each of the classes, two random crops (patches) were extracted. 1st class (transplantable) with 836 patch images and the 2nd class (non-transplantable) with 922 patch images.

**Feature extraction and classification**
Images contain useful information that humans are unable to extract with their visual systems. As such, a deep neural network, an artificial subset of the human brain, is recently being used to learn such useful patterns from
images. Though neural networks are more capable of learning more robustly than human, but they demand a huge amount of data for them to generalise effectively. Generally, training a neural network can be carried out in three separate ways: training from scratch, fine-tuning the existing (trained) model and using off-the-shelf neural network features. In the absence of such enormous data, a promising approach known as transfer learning is being used[16,28,29] which allows us to extract features. There are several pre-trained models readily available to be utilised for this, such as VGG-Face, VGG-16, ResNet-50, DenseNet121 and MobileNet.

For each of the model, an input image $X_0$ represented as a tensor $X_0 \in \mathbb{R}^{H \times W \times D}$ with $H$ denoting image height, $W$ denoting image width, and $D$ denoting the image colour channels, each image passes through series of functions (pre-trained model layers) represented as $F_L = f_1 \rightarrow f_2 \rightarrow \cdots \rightarrow f_l$. Thereafter, the outputs from those layers, say $Y_1, Y_2, \cdots, Y_n$, in each pre-trained model can be obtained at the $i^{th}$ intermediate layer from a function $f_i$ and the learned weights $w_i$ through $Y_i = f_i(Y_{i-1} : w_i)$.

At this point, it is important to also note that neural network models have two main parts: the feature extraction part and classification part. By passing the image into the network, the CNN model learns features from the initial layers and at the extreme end of the network, classification take place. The feature extraction layers learn distinctive features, some layers may be learning features such as edges, colours, and textures, while some layers may be learning some highly complex features. Therefore, knowing that each layer from the feature extraction part learns some useful information from the inputs, the classification part in each CNN model was chopped off and replaced with a new classifier. Algorithm 1 below describes the feature extraction process.

**Algorithm 1. Algorithm describing the feature extraction process.**

For each of the model, an input image $X_0$ represented as a tensor $X_0 \in \mathbb{R}^{H \times W \times D}$ with $H$ denoting image height, $W$ denoting image width, and $D$ denoting the image colour channels, each image passes through series of functions (pre-trained model layers) represented as $F_L = f_1 \rightarrow f_2 \rightarrow \cdots \rightarrow f_l$. Thereafter, the outputs from those layers, say $Y_1, Y_2, \cdots, Y_n$, in each pre-trained model can be obtained at the $i^{th}$ intermediate layer from a function $f_i$ and the learned weights $w_i$ through $Y_i = f_i(Y_{i-1} : w_i)$.

At this point, it is important to also note that neural network models have two main parts: the feature extraction part and classification part. By passing the image into the network, the CNN model learns features from the initial layers and at the extreme end of the network, classification take place. The feature extraction layers learn distinctive features, some layers may be learning features such as edges, colours, and textures, while some layers may be learning some highly complex features. Therefore, knowing that each layer from the feature extraction part learns some useful information from the inputs, the classification part in each CNN model was chopped off and replaced with a new classifier. Algorithm 1 below describes the feature extraction process.

**Input:** Training dataset $X$, with m classes, $N_m =$ number of samples in each class

for $i = 1$ to $m$
  for $j = 1$ to $N_m$
    image = read a sample image
    image = segment (image)
    image = resize(image)
    feature = ExtractFeatures(image)
    normalised_feature = normalise(feature)
  endfor
endfor

**Algorithm 1. Algorithm describing the feature extraction process.**

Feature extraction using CNN models

The CNN models used in this study for the assessment of the liver images are of 5 architectures: VGG-face[30], VGG16[31], ResNet50[32], DenseNet121[33] and MobileNet[34]. VGG-face is a CNN model trained on human face images containing 2.6 million images with over 2.6K people, each identity having 1000 samples. VGG16 was trained on ImageNet database[35], which contains more than 14 million labelled high-resolution images containing at least 22,000 object categories. The subset of this database was used containing at least 1.2 million training images, 50,000 and 150,000 images for validation and testing respectively. Both VGG-face and VGG16 are of the same architecture but differ in two ways: the former was trained on face images (indirectly on one of the human organ datasets - skin) and has at least 2.6 thousand outputs (classes), while the former was trained on object categories and 1000 classes. Figure 2 below depicts the architectural illustration of VGG models.

When the number of layers in CNN increases, the accuracy abruptly is affected or degrades, and the deep learning community wanted to have a deep network without any compromise in terms of accuracy. The ResNet50 is a deep feed forward CNN model, one of the proposed models that comes with an extra connection known as skip connection to overcome the problem. The skip connection allows transfer of input from one layer to a
later layer as depicted in an illustration in Figure 3, it carries older input which serves as freshly input to the later layer.

The idea of residual mapping in the ResNet was extended in a model proposed by Huang et al. in 2016[^33]. The new idea of residual mapping is propagating the output of each of the previous blocks into all subsequent block as depicted in Figure 4. Doing this kind of propagating all previous outputs from each block into each subsequent block helps in strengthening feature transfer and solves the vanishing gradient problem. DenseNet became the winner of ImageNet Large Scale Visual Recognition Challenge (ILSVRC)-2016.

The MobileNet was proposed by Howard et al.[^34]. This model was built based on using depthwise separable convolutions, a factorised form of normal convolution by dividing the convolution operation into two; the depthwise convolution and $1 \times 1$ convolution known as pointwise convolution. The exception to this is the first layer which uses full convolution. Depthwise convolution applies a filter on each input channel, whereas
the pointwise operation uses $1 \times 1$ convolution to combine the output of the depthwise convolution. Concisely, depthwise separable convolution splits the convolution into two layers, one for filtering and a separate one for combining. It was found to be effective in terms of reducing the computation and the size of the model. The MobileNet has 28 layers (if depthwise and pointwise convolutions are counted as separate layers).

In all the 5 pre-trained CNN models described above, the classification layers were chopped off, and the remaining filtering (convolutions) layers were used for the future extraction. Then subsequently, these features were fed into each of the classification algorithms discussed in the following sub-section.

Classification of features
For the classification task, we employed five different classification algorithms: SVM, K-Nearest Neighbour (KNN), Linear Regression (LR), Decision Tree (DT) and Linear Discriminant Analysis (LDA). Classification can be restricted between two two-class problems, and the generalisation capability remain intact. In a classification problem involving two classes, the goal is to separate the two classes using a function induced from the given training examples. This will end up producing an effective classifier that will perform well on new examples.

SVM is one of those binary classifiers that operates by determining the optimal separating hyperplane between the two given classes, thereby maximising the distance (margin) between the closest point from each class. Let’s assume a problem is presented with set of training vectors that belongs to two separate classes, $D = \{(x^1, y^1), \ldots, (x^l, y^l)\}, x \in \mathbb{R}^n, y \in \{-1, 1\}$ with a hyperplane $(w, b) + b = 0$. The training vectors are said to be optimally separated by the hyperplane if there is no error and the margin produced is maximal.

KNN, on the other hand, is based on a distance function that determines the similarity between the two given examples. The distance function which can be used to determine the similarity between the two instances is the standard Euclidean distance $d(x, y)$ defined as: $d(x, y) = \sqrt{\sum_{i=1}^{n}(a_i(x) - a_i(y))^2}$. When an instance $x$ is given, KNN assigns each instance to the most common class of the $x$’s $k$ nearest neighbour.

LR is used to find the relationship between an independent variable (input), say $X_i$, and the dependent variable (output), say $Y$. In this type of situation, LR is dealing with a binary problem, taking two values, either positive or negative, 1 or 0, True or false, etc. In this case, the dependent variable ($Y$) is labelled as either transplantable liver or non-transplantable liver and for the illustration purpose, LR can be expressed in mathematical form as: $\text{logit}(p) = \log\left(\frac{p}{1-p}\right) = \beta_0 + \beta_1X_1 + \cdots + \beta_kX_k$ where $\beta_1, \ldots, \beta_k$ are parameters of the model to be estimated, $k$ represents number of independent variables and $p$ is the probability of success (detecting transplantable liver): $P(Y = \text{success}) = p$. Probabilities of each class can be calculated once the model parameters are estimated which can be expressed as a function of the predictor in terms of the logistic equation: $p = \frac{\exp(\beta_0 + \beta_1X_1 + \cdots + \beta_kX_k)}{1 + \exp(\beta_0 + \beta_1X_1 + \cdots + \beta_kX_k)}$.

DT classification algorithm works by splitting the data repeatedly to maximise the separation of the data and eventually resulting to a tree-like form.

LDA is a technique commonly used for both dimensionality reduction and classification. It works by outlining a decision boundary trying to separate two or multiples classes. The aim of LDA is to maximise between-class variance while minimising within-class variance.

All the classifiers were trained on each of the features from the feature extractors. During the training, the features were split into two folds: 80% for training and 20% for testing. Moreover, using the 80% split, each classifier was trained using $k$-fold cross validation, with $k = 5$. Thereafter, the testing split was used for the overall testing, as it represents a complete unseen split.
EXPERIMENTAL RESULTS

This section presents the experimental results. An illustration of the whole experimental procedure is depicted in Figure 5. It describes the complete process starting from the input, pre-processing (which involves segmentation of the liver images from the background and objects, rescaling the width and the height of the images, and extraction of the patch samples from each of the full liver images), the feature extraction, up to the training section of all the classifiers.

We present the results in two folds: first, the classification results from the input patch images, and secondly the classification results from the use of full liver images.

Partial liver images

Extraction of random partial liver images is obviously like histological biopsy sample extraction, where experienced histologists pinch out a small tissue from the whole liver and subsequently make the analysis visually or with the aid of a dedicated microscope. Here, the extracted patches are automatically analysed using deep learning algorithms. Table 1 shows the classification performances of each of the 5 classifiers using each of the features. For the VGGFace features, 85.42%, 82.01%, 86.55%, 78.98% and 68.37% accuracy were obtained using SVM, KNN, LR, DT and LDA classifiers, respectively. For the VGG16 features, 90.72%, 69.51%, 90.53%, 80.30% and 88.26% accuracy were obtained by SVM, KNN, LR, DT and LDA classifiers, respectively. For the ResNet50 features, 90.91%, 85.80%, 92.99%, 84.09% and 83.52% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively. For the DenseNet121 features, 88.83%, 86.17%, 90.53%, 82.39% and 73.86% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively. Lastly, for the MobileNet features, 72.54%, 74.24%, 76.89%, 65.72% and 60.04% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively.

Table 1. Performance accuracy (%) with patch images

<table>
<thead>
<tr>
<th>Features</th>
<th>SVM</th>
<th>KNN</th>
<th>LR</th>
<th>DT</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace</td>
<td>85.42</td>
<td>82.01</td>
<td>86.55</td>
<td>78.98</td>
<td>68.37</td>
</tr>
<tr>
<td>VGG16</td>
<td>90.72</td>
<td>69.51</td>
<td>90.53</td>
<td>80.30</td>
<td>88.26</td>
</tr>
<tr>
<td>ResNet50</td>
<td>90.91</td>
<td>85.80</td>
<td>92.99</td>
<td>84.09</td>
<td>83.52</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>88.83</td>
<td>86.17</td>
<td>90.53</td>
<td>82.39</td>
<td>73.86</td>
</tr>
<tr>
<td>MobileNet</td>
<td>72.54</td>
<td>74.24</td>
<td>76.89</td>
<td>65.72</td>
<td>60.04</td>
</tr>
</tbody>
</table>

SVM: Support vector machine; KNN: K-nearest neighbour; LR: linear regression; DT: decision tree; LDA: linear discriminant analysis.
Table 2. Performance accuracy (%) with full images

<table>
<thead>
<tr>
<th>Features</th>
<th>SVM</th>
<th>KNN</th>
<th>LR</th>
<th>DT</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace</td>
<td>96.31</td>
<td>90.04</td>
<td>95.94</td>
<td>91.51</td>
<td>60.52</td>
</tr>
<tr>
<td>VGG16</td>
<td>97.79</td>
<td>94.10</td>
<td>97.79</td>
<td>92.25</td>
<td>95.57</td>
</tr>
<tr>
<td>ResNet50</td>
<td>97.05</td>
<td>89.67</td>
<td>97.79</td>
<td>92.99</td>
<td>92.25</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>99.63</td>
<td>95.94</td>
<td>99.26</td>
<td>91.88</td>
<td>89.30</td>
</tr>
<tr>
<td>MobileNet</td>
<td>95.57</td>
<td>94.10</td>
<td>95.57</td>
<td>91.14</td>
<td>88.19</td>
</tr>
</tbody>
</table>

SVM: Support vector machine; KNN: K-nearest neighbour; LR: linear regression; DT: decision tree; LDA: linear discriminant analysis.

Full liver images

The result here is obtained from full liver images used as input. The classification results presented in Table 2 show that with the VGGFace features, 96.31%, 90.04%, 95.94%, 91.51% and 60.52% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively. With the VGG16 features, 97.79%, 94.10%, 97.79%, 92.25% and 95.57% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively. With the ResNet50 features, 97.05%, 89.67%, 97.79%, 92.99 and 92.25% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively. With the DenseNet121 features, 99.63%, 95.94%, 99.26%, 91.88% and 89.30% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively. Finally, with the MobileNet features, 95.57%, 94.10%, 95.57%, 91.14% and 88.19% accuracy were obtained by the SVM, KNN, LR, DT and LDA classifiers, respectively.

It is obvious that performances of the classifiers as shown in Table 2 are more accurate than the results presented in Table 1. The discussion of these results is elaborated in the next section.

RESULTS AND DISCUSSIONS

Our study has shown that an AI trained algorithm can perform to the standard of experienced liver transplant surgeons in terms of hepatic steatosis assessment and organ transplantability. In this section, we analysed the results presented in the previous section, starting with the results from the patch liver image samples and then the full liver image samples.

For features from the VGGFace, the LR classifier achieved better results and effectively discriminated transplantable and non-transplantable livers with 86.55% accuracy. The worst choice is the LDA classifier which achieved an accuracy of 68.35%. For the features from the VGG16, transplantable and non-transplantable livers were effectively discriminated using the SVM classifier with an accuracy of 90.72%, while the worse scenario was by using the KNN classifier which achieved an accuracy of 69.51%. For the features from the ResNet50, an accuracy of 92.99% was obtained using the LR classifier, which recorded the best discrimination between transplantable and non-transplantable livers. The worst case is the use of the LDA classifier achieved a classification accuracy of 83.52%. For the features from the DenseNet121 and MobileNet, the LR classifier produced the best results, discriminating between transplantable and non-transplantable livers with an accuracy of 90.53% and 76.89%, respectively. Similarly, LDA failed to perform well with the DenseNet and MobileNet features and achieved accuracy of 73.86% and 60.04% respectively.

If we consider the different types of features, starting with patch liver images, the VGGFace features along with the LR classifier produced a more satisfying outcome than with any other classifier. Also, the ResNet50, DenseNet121 and MobileNet features along with LR produced better results, except the VGG16 features that produced better results with the SVM classifier. Similarly, all features along with the LDA classifier achieved less impressive outcomes except the VGG16 features along with the KNN is worst. In general, the classification of transplantable and non-transplantable livers using patch images is much more impressive with the ResNet50 features and the LR classifier, while the poorest performance is with the MobileNet features and the LDA.
classifier.

The results using features of full liver images, as presented in Table 2, show that features from the VGGFace and DenseNet121 performed better with the SVM classifier and worst with the LDA classifier. The performances of SVM and LR are same for both VGG16 and MobileNet features, but the VGG16 features are poor with the DT classifier while the MobileNet features are poor with the LDA classifier. The ResNet50 features worked well with the LR classifier and poor with the KNN classifier. The results show that with full liver images, it is much more effective to classifier transplantable and non-transplantable liver features with the SVM and not well enough with the LDA. In general, the DenseNet121 features, along with the SVM achieved a near perfect discrimination accuracy than all the rest of the combinations.

Moreover, from the distinct types of feature sets used, 4 of the features were obtained from the ImageNet models (model trained on a database containing non-human organ representations), but the VGGFace was trained on human faces, which indirectly implies that it was able to learn features from one of the human organs (skin). Despite such an advantage, the performances of the classifier were not better than those models trained on features from ImageNet models. This astonishing achievement of the classifiers with ImageNet features can be attributed to the fact the ImageNet models were able to learn from diverse feature representations, which makes them so strong in learning deep discriminatory patterns. This observation was also made in a study\[28\] where features from the ImageNet models outperformed features from the VGGFace model in the effort to discriminate between skin burns and healthy skin images.

An additional observation from the results in Tables 1 and 2, classifying the liver in its full form rather than from a random smaller portion of it yielded better accuracy. One of the problems histologists face during the analysis of biopsied samples from organs is the sampling error. The biopsied sample may not have or contain the full representation of the problem they are trying to analyse. As such, there is a high tendency to get false alarms. We attributed the mediocre performance to the fact that the random patches selected from the liver images suffered sampling errors. Utilising full images of the liver shows that the feature extractors were able to capture features from various parts of the liver and grab the discriminatory features in detail, which led to the improvement in the classification accuracy.

**Performance evaluation**

It is a well-known practice that before any diagnostic procedure is put into practice, it must undergo a series of checks to ascertain its ability to discriminate, say, diseased and non-diseased samples. The Receiver Operating Characteristics (ROC) curve is one of the most popular tools for evaluating diagnostics tests. It is a graphical tool based on detection probability [True Positive Rates (TPR)] versus false alarm probability [False Positive Rates (FPR)], where the area under the ROC curve (AUC) is computed and used as a diagnostic measure. The AUC value less than or equal to 0.5 represents poor measure and better when the value goes higher, with a value of 1 representing perfect diagnosis.

Figures 6-10 show the ROC curve generated on patch liver data. Figure 6 presents the ROC curve using the SVM classifier from each of the patterns. The AUCs (Area Under the Curves) are 0.8549, 0.9090, 0.9091, 0.8869, and 0.7258 are computed from VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet features, respectively. The evaluation result depicted in Figure 7 shows the ROC curve using the KNN classifier generated from each feature set. The result shows the AUCs of 0.8278, 0.7189, 0.8673, 0.8665 and 0.7454 computed from VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet features, respectively. With the LR classifier as depicted in Figure 8, the AUC using each of the features are 0.8670, 0.9072, 0.9306, 0.9052, and 0.7718 using VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet, respectively. The best diagnostic result was obtained using ResNet50 features.
Figure 6. ROC curve with SVM comparing deep features using patch liver images. ROC: Receiver operating characteristics; SVM: support vector machine.

Figure 7. ROC curve with KNN comparing deep features using patch liver images. ROC: Receiver operating characteristics; KNN: K-nearest neighbour.

Figure 9 presents ROC curve with DT classifier with best AUC value of 0.8414 from ResNet50 features, 0.7900 from VGGFace features, 0.8039 from the VGG16 features, 0.8237 from the DenseNet121 features and 0.6567 from the MobileNet features. With the LDA classifier, the VGG16 features produced better performance with AUC score of 0.8853 as shown in Figure 10, 0.6911, 0.8365, 0.7390, and 0.6018 with the VGGFace, ResNet50, DenseNet121 and MobileNet, respectively. With full liver images, the SVM’s performance is depicted in Figure 11 with AUC score of 0.9615, 0.9765, 0.9680, 0.9958 and 0.9530 using the VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet features, respectively. With the KNN classifier, the performance is depicted in Figure 12 with AUC of 0.9079, 0.9380, 0.9066, 0.9631 and 0.9458 using the VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet features, respectively. The AUC scores in Figure 13 are 0.9573, 0.9756, 0.9756, 0.9915 and 0.9530 computed from the LR classifier using the VGGFace, VGG16, ResNet50, DenseNet1321 and MobileNet features, respectively. In addition, the AUC scores with the DT classifier as depicted in Figure 14 show 0.9132, 0.9188, 0.9302, 0.9174 and 0.9099 were obtained using features from the VGGFace, VGG16,
Figure 8. ROC curve with LR comparing deep features using patch liver images. ROC: Receiver operating characteristics; LR: linear regression.

Figure 9. ROC curve with DT comparing deep features using patch liver images. ROC: Receiver operating characteristics; DT: decision tree.

ResNet50, DenseNet121 and MobileNet respectively. Moreover, as shown in Figure 15, 0.6087, 0.9530, 0.9227, 0.8984, and 0.8790 AUC scores were obtained using the LDA classifier with the VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet features, respectively.

We have seen so far the problem associated with patch liver images when used to detect steatosis within the hepatic liver cells. For example, one particular study\cite{15}, as presented in the literature section of this paper, successfully achieved 73% accuracy on binary classification problems; hepatic steatosis ≤ 20% and hepatic steatosis ≥ 60%, using 600 patch images equally distributed into the two classes. Another study\cite{9} reported an accuracy of 89% in detecting and discriminating livers with less than 30% steatosis and those with greater than 30% steatosis. Using ultrasound images from biopsied samples\cite{41} with steatosis > 5% in obese patients, the detection of the steatosis using AUC as the performance measure, the score of 97.7%, was achieved.

Furthermore, as reported in the literature\cite{42}, hepatic steatosis was categorised into three; mild (with steatosis
ranging between 5%-33%), moderate (with steatosis ranging between 33%-66%), severe (with steatosis above 66%) and normal for all those with less than 5% steatosis. By fine-tuning VGG16 and transforming the output layer into a binary classifier, each steatosis category was run against the healthy liver class, and the AUC in detecting mild, moderate, and severe steatosis were 0.71, 0.75 and 0.88, respectively. In terms of accuracy compared to the previous studies, we reported a highly improved detection of the steatosis within the hepatic liver cells with an accuracy of up to 92.99% using patch RGB images and with an AUC score of 0.9306. All these results are quite promising and has proved that Artificial Intelligence has the potential to assess fat within the liver organ. However, our subsequent experiment shows that using biopsied samples or patch images of the liver organ, some features are not seen by the deep learning algorithm. They get obscured and end up undetected. This is attributed to the tendency of missing the actual target during biopsy extraction due to sampling errors. This problem applies to patch extraction from the whole organ as well. Using the whole image of the organ presents an ultimate chance for the learning algorithm to screen all the pixels without
missing a bit. Our result in this aspect achieved a near perfect detection performance of up to 99.63% and with an AUC score of 0.9958.

Computational consideration
For classification algorithms, speed and convergence are important considerations to make. At this point, we present a critical analysis of the classification algorithms considering the training efficiency in terms of the duration each algorithm takes to classify the features fed into it. This is important because one of the primary objectives of using AI to detect steatosis in the liver organs is the ability to execute a complex task that may take humans long duration; hours, days, months, etc., to complete. Therefore, it is critically important also to determine a specific algorithm that works best by finding the trade-off in terms of the accuracy and the execution time.

We begin by considering the results presented in Table 1, that is, the classification accuracies using the patch
liver images. To be more precise, we start by considering the trade-offs using the SVM classifier. The result shows detection of the liver steatosis is 85.42% with the VGGFace features, and it takes 8.84 seconds as execution time. With VGG16 features, the classification is 90.72% in 11.30 seconds, more accurate than with the VGGFace features but a bit longer execution time, though a marginal difference. The SVM + ResNet50 features achieved detection accuracy of 90.91% in 6.74 seconds, which obviously outperformed SVM + VGG16 features both in terms of accuracy and speed. The SVM + DenseNet121 and SVM + MobileNet features yielded detection accuracy of 88.83% and 72.54% while the execution times are 3.67 and 4.08 seconds, respectively.

The KNN + VGGFace and KNN + VGGa6 features yielded detection accuracies of 82.01% and 69.51%, while the respective execution times are 10.46 and 19.27 seconds, respectively. Here, the KNN worked better with the VGGFace features than with the VGG16 features. The KNN + ResNet50 and KNN + DenseNet121 features produced detection accuracies of 85.80% and 86.17%, while the respective execution times are 8.75 and 4.45 seconds, respectively. Lastly, the KNN + MobileNet features yielded a detection accuracy of 74.24% in 4.33 seconds.

**Figure 14.** ROC curve with DT comparing deep features using full liver images. ROC: Receiver operating characteristics; DT: decision tree.

**Figure 15.** ROC curve with LDA comparing deep features using full liver images. ROC: Receiver operating characteristics; LDA: linear discriminant analysis.
Table 3. Comparing computational efficiency (seconds) using full images

<table>
<thead>
<tr>
<th>Features</th>
<th>SVM</th>
<th>KNN</th>
<th>LR</th>
<th>DT</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace</td>
<td>2.38</td>
<td>2.87</td>
<td>1.31</td>
<td>3.73</td>
<td>3.74</td>
</tr>
<tr>
<td>VGG16</td>
<td>2.16</td>
<td>5.38</td>
<td>1.67</td>
<td>1.73</td>
<td>5.17</td>
</tr>
<tr>
<td>ResNet50</td>
<td>2.48</td>
<td>2.78</td>
<td>0.47</td>
<td>1.61</td>
<td>2.93</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>0.39</td>
<td>1.17</td>
<td>0.28</td>
<td>0.82</td>
<td>2.02</td>
</tr>
<tr>
<td>MobileNet</td>
<td>0.55</td>
<td>1.95</td>
<td>0.29</td>
<td>1.42</td>
<td>2.57</td>
</tr>
</tbody>
</table>

SVM: Support vector machine; KNN: K-nearest neighbour; LR: linear regression; DT: decision tree; LDA: linear discriminant analysis.

seconds. Using the KNN classifier, DenseNet121 features are the best in terms of accuracy and speed.

The LR + VGGFace and LR + VGG16 features achieved 86.55% and 90.53% accuracy, while the execution times were 2.06 and 3.38 seconds, respectively. The LR worked better with VGG16 features than with the VGGFace features. For the LR + ResNet50 and LR + DenseNet121 features, the detection accuracies are 92.99% and 90.53%, while the execution times are 1.58 and 0.84 seconds, respectively. The LR with ResNet50 features has outperformed all the combinations so far, including the LR + MobileNet features that achieved detection accuracy of 76.89% in 0.80 seconds.

It took the DT 18.18 and 15.81 seconds with the VGGFace and VGG16 features to yield 78.98 and 80.30 seconds, respectively. The DT + Resnet50 and DT + DenseNet121 features successfully achieved detection accuracy of 84.09% and 82.39% in 8.03 and 4.67 seconds respectively, while the DT + MobileNet features yielded detection accuracy of 65.72% in 3.25 seconds.

Finally, the LDA + VGGFace and LDA + VGG16 achieved detection accuracies of 68.37% and 88.26% in 12.02 and 15.38 seconds, respectively. The LDA with ResNet50 and DenseNet121 features achieved detection accuracy of 83.52% and 73.86% in 9.93 and 5.30 seconds, respectively, while with the MobileNet features, the detection accuracy of 60.04% in 5.96 seconds was achieved. In summary, using patch liver images, the ResNet50 features along with the LR provided the best trade-off, and Table 3 presents the summary of the times taken by each classification algorithm on each of the features.

In conclusion, we have presented the value and role of using machine learning to analyse the hepatic fat in liver images by applying deep learning techniques. Various deep learning models have been used along with classification algorithms for feature extraction and classification. One would have noticed that none of the deep learning models has been trained from scratch in the experiments we have reported. This is due to the lack of sufficient data for comprehensively training models. As a result, in our experiments, we have utilised transfer learning. The deep learning models used are the VGGFace, VGG16, ResNet50, DenseNet121 and MobileNet, and the classification algorithms are, the SVM, KNN, LR, DT and LDA.

The study shows that using deep learning to analyse hepatic steatosis prior to transplantation of the liver has the potential to minimise inter-observer variability and assessment biases. The experiments conducted show that the highest classification performance is obtained using ImageNet deep learning models combined with full liver images, achieving the accuracy of 99.63% using the SVM classifier. The computational for this classification is less than half a second on a standard laptop computer. The major advantages or strengths of using deep learning are the accuracy, efficiency, speed and non-invasive nature of the analysis compared to, for example, the standard method of using biopsy.

Despite the very promising nature of using deep learning for liver image classification reported in this study, limitations are observed, and they must be addressed. First, the amount of data is not sufficient. Therefore a large number of images is required to further improve the robustness of the analysis. Secondly, to improve
upon this work further, the method must be benchmarked against a sufficiently large dataset that has been manually labelled. To our knowledge - aside from NORIS, which is of relatively small scale - such a dataset is not presently available in the public domain. Finally, a method of this nature must be extensively tested and verified using qualified surgeons and clinicians before one can realise its practical viability.
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